Evaluation of Database Annotation to Determine Human Mitochondrial Proteins
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Abstract: Subcellular localization can be a helpful indication of the function of an unknown protein. Among the reported human mitochondrial proteins, hundreds of proteins have still not been functionally confirmed. To date, several databases for such proteins have been developed; however, their annotations overlap incompletely. A key issue in the completion of a reliable catalog of mitochondrial proteins is the integration of all this information, and the evaluation of the influence of different forms of evidence is also important. Here, we integrated various pieces of evidence (features) from both experimental and computational analyses. Linear and nonlinear prediction models were examined to predict human mitochondrial proteins. By employing a random forest model, an F-score of 0.929 was achieved by cross validation. The contributions of individual features toward the accurate prediction of localization were evaluated. We found only minor differences in importance among different features, with accurate prediction requiring the combination of many features; however, evidence from mass spectrometry experiments emerged as a prominent feature. Focusing on human mitochondrial proteins, we have constructed a high-accuracy prediction model that utilizes many weak features. Evaluation of the importance of individual features provides insights into what information is most valuable for the confirmation of protein localization.
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1. Introduction

The subcellular localization of a protein can be an important clue towards understanding its function. To determine whether a protein localizes to a specific organelle, one can use both in silico and experimental information. Results from both types of studies are annotated in databases such as Uniprot [1]. However, single pieces of evidence are insufficient to determine whether the protein is really localized to an organelle, as both approaches can produce errors, such as false negatives and experimental contamination. Therefore, users must be careful when they interpret localization annotation.

Many computational methods for the prediction of subcellular localization have been developed [2]–[4], with recent studies focusing on multiple subcellular localizations [4]–[10]. However, in many cases, the prediction is based solely on sequence information. Some tools use additional Gene Ontology (GO) data regarding similar proteins, obtained by searching for similarity with the input sequence [11]. Only a few studies [12] have evaluated how experimental results affect the reliability of subcellular localization prediction. These experimental data include not only strong evidence that proves the protein to be
mitochondrial but also weak evidence that does not suffice as the proof. This inconclusive situation is especially true for the data obtained from high-throughput experiments. Therefore, assessing the reliability of the subcellular localization of a protein with such different levels of evidence is problematic. This is often the case with many proteins that are not well studied.

The mitochondrion is an important organelle that hosts several biological processes, including energy generation, cell cycle control, and apoptosis. Mutations in proteins localized in the mitochondria can cause mitochondrial dysfunction and are often related to severe diseases [13]. Therefore, mitochondria have been identified as “hot spots” for dysfunctions, and have gained the attention of many researchers. However, many mitochondrial proteins have yet to be conclusively identified. An estimated 1,500 human proteins are mitochondrial [14]. Several recent efforts to develop databases of the human mitochondrial proteome include MitoCarta [15], [16], MitoProteome [17], and MitoMiner [18]–[20].

MitoCarta [15] is an inventory of mammalian mitochondrial proteins, containing data from humans and mice. For its reference set, it integrates information from literature curation, engineered ascorbate peroxidase (APEX)-based mass spectrometry, and green fluorescent protein (GFP)-tagging/microscopy. In addition, the database includes information obtained by seven different methods, such as tandem mass spectrometry (MS/MS)-based proteomics, yeast homology, co-expression, protein domains, targeting signals from the TargetP predictor [2], ancestry information, and induction signals. The reference set of human mitochondrial proteins was constructed by compiling a conservative set, and adding newly predicted proteins using a naïve Bayes classifier. The naïve Bayes model showed 79% sensitivity and 99.7% specificity at a 5% false discovery rate (FDR) threshold. The naïve Bayes model assumes that all features (pieces of evidence) are independent after conditioning of the class, such as proteins being imported into mitochondria; the model does not consider the dependence of related features. To achieve more accurate prediction using more complex models, nonlinear prediction models are required to explore feature codependency.

MitoProteome is a database that includes human mitochondrial protein sequences from public databases with literature curation, MS/MS studies, Entrez, the Kyoto Encyclopedia of Genes and Genomes (KEGG), Online Mendelian Inheritance in Man (OMIM), the Molecular INTeraction database (MINT), the Database of Interacting Proteins (DIP), PFAM, InterPro, and PRINTS, with a total of 1,705 genes and 3,625 proteins as of 2016. It provides a reference set but lacks many authentic mitochondrial proteins.

MitoMinor integrates various resources, including MitoCarta, and relevant annotation from HomoloGene, GO, MS/MS data, GFP data, KEGG, and OMIM. Version 3.1 also includes the Human Protein Atlas [21], which uses antibodies to annotate protein localization by immunofluorescence. This method can suffer from cross reactivity and staining failure, and therefore, it does not provide complete information on subcellular localization. Several computational prediction tools based on protein sequence were also included: iPSORT [22], TargetP [2], [17] MitoProt [23], and MitoFates [24]. MitoMinor does not provide a mitochondrial protein reference set. As alternatives, it contains sets from the Integrated Mitochondrial Protein Index (IMPI), although the method to determine the set is not described.

These data sources need to be integrated in such a way that each individual piece of evidence contributes to the determination of mitochondrial proteins. Although some of the databases provide integrative scores, such as the IMPI score in MitoCarta, some relevant features are omitted.

Here, we have investigated the possibility of predicting mitochondrial proteins using individually weak pieces of evidence from both in silico and experimental results. We show how, in combination, these weak pieces of evidence are useful for accurate discrimination. The results indicate which types of analyses should be conducted to increase the reliability of localization annotation. In this study, we refer to pieces of evidence as “features” according to the practice of the machine learning research field.
2. Results

2.1. Comparison of Several Datasets of Human Mitochondrial Proteins

Of all the human proteins, how many are reliably identified as mitochondrial proteins? To answer this question, we examined the overlap between proteins annotated in different datasets. We collected reference datasets of human mitochondrial proteins from MitoMiner (IMPI), MitoCarta, and MitoProteome. Figure 1 shows a Venn diagram of the reference protein sets.

While the union of the datasets includes 1,951 proteins, only 861 (approximately 44%) were shared amongst the three datasets. The other 66% of the proteins are not commonly recognized as mitochondrial proteins. This might be because most of them have only weak evidence.

2.2. Construction of a Dataset with Various Features

To build an integrated dataset with many features, we selected MitoMiner and MitoCarta 2.0, both of which contain many types of raw data obtained by different experimental and in silico methods. In addition, these datasets were downloaded, while others required extensive Web browsing. MitoMiner includes partial information from MitoCarta; these overlapping features were deleted from the integrated data. In combining the two datasets, we joined them with the Ensembl gene ID, which was assigned to relatively more genes than the other IDs were, such as NCBI Gene ID and HGNC. We also discarded irrelevant features that are inappropriate for prediction, such as extra IDs, ambiguous scores, and integrated scores from the developers. Table 1 lists the 34 features used for prediction. The features with ID numbers 7–27 are related to mass spectrometry. The features with ID numbers 29–33 are associated with predictive scores from sequence analysis programs.

After data cleaning for missing values and categorical data conversion, all values were changed to numerical values. We used the Tmito (mitochondrial protein positive, 960 proteins) and Tnonmito (mitochondrial protein negative, 17,468 proteins) datasets in MitoCarta, which were used as training sets for the Maestro score in MitoCarta.

![Fig. 1. Venn diagram of human mitochondrial genes in the three datasets.](image-url)

<table>
<thead>
<tr>
<th>No.</th>
<th>Category</th>
<th>Feature name</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ancestry</td>
<td>RickettsiaHomolog</td>
<td>MitoCarta</td>
</tr>
<tr>
<td>2</td>
<td>Coexpression</td>
<td>coExpression</td>
<td>MitoCarta</td>
</tr>
<tr>
<td>3</td>
<td>Domain</td>
<td>Domain</td>
<td>MitoCarta</td>
</tr>
</tbody>
</table>
2.3. Prediction from Various Features

Many models could be examined to accurately predict protein localization. However, we also aimed to evaluate individual features (variables or pieces of evidence) for prediction. For this, we investigated a random forest model [25] and a logistic regression model with regularization (or penalty). After building the models, we evaluated both the accuracy of each model and the importance of individual features in each model simultaneously. Table 2 shows the performance of each prediction model.

<table>
<thead>
<tr>
<th>Models</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random forest</td>
<td>0.983</td>
<td>0.881</td>
<td>0.929</td>
</tr>
<tr>
<td>LR with L1</td>
<td>0.975</td>
<td>0.875</td>
<td>0.922</td>
</tr>
<tr>
<td>LR with L2</td>
<td>0.975</td>
<td>0.877</td>
<td>0.924</td>
</tr>
<tr>
<td>MitoCarta 2.0 (2016), naïve Bayes</td>
<td>0.997</td>
<td>0.79</td>
<td>0.885</td>
</tr>
</tbody>
</table>

The random forest model achieved an F-score of 0.929 (precision, 0.983; recall, 0.881). For logistic regression, the F-score was 0.922 (precision, 0.975; recall, 0.875) for a model with an L1 penalty, and 0.924 for a model with an L2 penalty. The different regularization methods (L1, L2) showed negligible differences in performance. One reason for this was that the penalty weights became small at the optimization by the grid search stage. We compared the performance of our models with the naïve Bayes model used to provide an integrated score by the MitoCarta database. The naïve Bayes model had an F-score of 0.885 [16], suggesting that our models outperformed the MitoCarta model.
2.4. Feature Importance Analysis

We investigated which features contributed the most to the predictions. Fig. 2 shows the importance of individual features in the random forest model. The importance was calculated as the increase in the error rate if the feature value was randomly permuted between cases. Then, the differences for all the features were normalized. With this model, "MS" (mass spectroscopy-based score) was the prominent feature for prediction.

Fig. 3 shows the coefficients of the features in the logistic regression models. Not surprisingly, the highest ranked features were similar to those observed with the random forest model. Interestingly, the top-ranked feature "Domain" ranked 13th in the random forest model (Fig. 2).

![Fig. 2. Importance of the individual features in the random forest model.](image)

**Fig. 2. Importance of the individual features in the random forest model.**

![Fig. 3. Coefficients of the features in the logistic regression model: (a) the model with L1 penalty, and (b) the model with L2 penalty.](image)

**Fig. 3. Coefficients of the features in the logistic regression model: (a) the model with L1 penalty, and (b) the model with L2 penalty.**

3. Discussion

In this study, we have attempted to integrate disparate data in multiple datasets to predict a reliable list of human mitochondrial proteins. Both our models performed well compared to MitoCarta. The random forest model, which can better handle dependency among features, performed the best. The possible reasons for the improvement are twofold: the information richness by the variety of features integrated from multiple sources, and the goodness of the model that can combine the dependent features. The two logistic regression models were also better than MitoCarta but slightly worse than the random forest model.
Although the logistic regression model is actually a nonlinear model, the judgement by the model substantially depends on the sum of weighted variables. Therefore, the variables with higher coefficients of the model are expected to have a more positive correlation with the dependent variable or with the probability of a protein being a mitochondrial protein.

The prediction models provide some important suggestions. First, as shown in Fig. 2, the information of mass spectrometry “MS” was the most important among the various features in the random forest model. The second-best feature was the in silico sequence-based prediction “mmMitofates.” From this feature, the importance decreased gradually, suggesting that these features would not provide stronger support to a protein being a mitochondrial protein than the first “MS” feature. For the logistic regression model in Fig. 3, there are three top features, ranking much higher than the others. The first was Pfam “Domain” information, which was detected from sequence analysis. Of the three, two were mass spectrometry-based features (the second “mmMassEx” and the third “MS”), indicating the increased effectiveness of proteomic experiments for subcellular localization compared to other methods, at least for mitochondria. Accordingly, experimental analysts are encouraged to use datasets related to mass spectrometry for future data collection. However, the differences in importance between features were minimal, and weak features can contribute greatly in combination, as indicated by the accuracy of our prediction models.

A limitation of this study relates to the processing of missing values. The current dataset contains some items that were not measured, resulting in missing values. For instance, for the feature “PGC induction score,” 1,996 genes have values, but 17,247 genes do not. If we had deleted all proteins with at least one missing value from the total dataset, the remaining dataset would have contained only 127 genes in total. Therefore, it is not appropriate to delete all proteins with any missing values. Instead, we replaced them with their average.

4. Conclusions

To identify useful information for the identification of human mitochondrial proteins, we explored prediction models combining various features from several mitochondria-specific databases. We achieved high prediction performance with both logistic regression and random forest models. Further analysis of the importance of individual features suggests that accurate prediction depends not on individual features but on the combination of many weak features. However, we did identify comparatively important features. “MS” from MitoCarta was the most useful information, and features related to mass spectrometry contributed more than other types. Therefore, experimental research collecting proteomics data is encouraged. Importantly, our method is also applicable to other subcellular localizations.

5. Materials and Methods

5.1. Data Acquisition and Processing

The raw data in MitoMiner and MitoCarta were downloaded as Excel files. For MitoProteome, the list of proteins was manually searched using a Web browser. Most of the categorical variables were ordinal. The ordinal values were converted to appropriate integers according to the orders. There were missing values in the raw data; these were imputed with the averages, as is standard procedure. All the numerical variables were normalized. To integrate table data from multiple sources, we conducted inner join using Ensemble Gene ID as the key.

5.2. Model Construction

To construct predictive models, we utilized the scikit-learn library and associated libraries for the Python programming language and Python version 3. For the random forest model, the number of trees was set to
Increasing the number of trees did not significantly improve the accuracy. For the logistic regression model, the weight of the regularization penalty was optimized ($C = 100$) using 10-fold cross validation. The dataset is available at the URL https://github.com/katsumk/mitochondrialProtein.
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