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Abstract: Facial paralysis is a common clinical condition occurring in 30 to 40 patients per 100,000 people 

per year in Japan. A quantitative tool to support medical diagnostics is necessary. This paper presents a 

technique that we combined Gabor filters and wavelet decomposition to develop this tool. In our work, the 

Gabor filters and the wavelet decomposition are used as preprocessing steps to extract the feature. These 

features are used as the inputs of a multi-class support vector machines for quantitative evaluation of facial 

paralysis. Our method overcomes the drawbacks of the other techniques such as noisy removal and against 

variation of illumination. Experimental results show that our proposed method outperforms other 

conventional techniques testing on a dynamic facial expression image database.  

 
Key words: Gabor filters, wavelet decomposition, quantitative analysis of facial paralysis.  

 
 

1. Introduction 

Facial paralysis is a medical condition where patients lose their facial movement ability. It is due to neural 

damage and usually occurs on only one side of the face. It is necessary to evaluate the degrees of condition 

so that the approximate treatment methods can be applied. To evaluate the degree of the facial paralysis, the 

patient is asked to perform various facial expressions, then the clinician assigns a score for each expression 

based on clinical observation. Such an evaluation is subjective and therefore highly undesirable in medical 

field. Hence, an objective quantitative assessment of facial paralysis is desired. 

Lots of approaches have been proposed to objectively evaluate the degree of facial paralysis. Some typical 

methods include the methods of Watchman et al. [1] and He et al. [2]. The main principle is based on the 

measurement of asymmetry between two sides of the face. Watchman et al. measured the asymmetric 

features based on static images. Using static images is sensitive to noise and variation of illumination. He et 

al. used the multi-resolution local binary patterns (LBPs). The use of LBP provides a better tolerance 

against variation of illumination, but noise and redundant frequencies still have not been addressed. 

In previous researches, we proposed a combining LBP with Gabor filters [3], multi-resolution analysis [4]. 

Using frequency techniques easily removes unnecessary frequencies. However, a combination of these 

frequency techniques is not mentioned for a complete system. In addition, the reference [4] did not solve 

problem of variation of illumination. This paper presents a technique which uses LBP transform to be 

against variation of illumination; then LBP images are filtered by Gabor filters and wavelet decomposition 

for feature extraction. These frequency techniques support each other to develop a complete system. 
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2. Triage-10 Points Clinical Diagnostics 

Yanagihara grading system (YGS) [5] is accepted as a standard diagnostics of facial paralysis in Japan. 

However, there are some disadvantages too. Firstly, the performance of 10 expressions in the YGS is both 

physical and psychological burden for patients. Secondly, a research of Matsushiro [6] proved that there are 

some redundant expressions. Matsushiro proposed a simple and precise method, which was named a 

triage-10-points (T10P), for evaluation. The T10P requires the patient to perform 3 facial expressions, and 

each expression is assigned a score corresponding to one of five levels of severity, as shown in Table 1. 

 

Table 1. Triage-10-Points Grading System 

Denote Expression 
Evaluation of palsy 

Full Almost full Moderate Slight Normal 

EP1 Raise of eyebrows 0 1 1 1 2 

EP2 Closure of eyes tightly 0 1 2 3 4 
EP3 Toothy movement 0 1 2 3 4 

 

3. Local Binary Patterns 

LBP was first introduced in 1994 by Ojala et al. [7]. The most important property of the LBP is that it 

provides better tolerance against variation of illumination. LBP operator transforms a gray image into an 

image of integer labels. A pixel I(x, y) is transformed into a label by Eq. (1), 
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where P is the number of circular neighbors, R is the circular radius with center (x,y); S is a step function. 

4. Gabor Filters 

Gabor filter was introduced by Denis Gabor in 1946 [8]. In image processing, Gabor filters represents the 

best compromise between spatial and frequency localization. A 2D Gabor filter is obtained from the 

modulation of a 2D Gaussian function by a 2D complex sinusoidal function, and can be defined by Eq. (2), 
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where x and y are the standard deviations of the Gaussian, x’=x.cos+y.sin and y’=-x.sin+y.cos are the 

coordinates rotated by the angle , f is frequency. The output of Gabor filter for an input image is the 

convolution between that image and the Gabor function. Fig. 1 shows a Gabor filter and filtered images. 

 

 
Fig. 1. A Gabor filter and images filtered by Gabor filters. The images, respectively from left to right, are the 

input image; the image filtered with x=6, y=4, f=0.06, =30
o
 and with x=8, y=4, f=0.05, =30

o
. 
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5. Wavelet Decomposition 

Wavelet is a wave - like oscillation with amplitude beginning at zero, increasing, and then decreasing back 

to zero. Wavelet transforms convert a signal into a series of wavelets. In image processing, wavelet 

transforms [9] decompose an image into 4 sub-bands: the approximation sub-band (LL), the horizontal 

detail sub-band (LH), the vertical detail sub-band (HL), and the diagonal detail sub-band (HH). In addition, 

the image can be decomposed into several levels. The image of approximate sub-band is used for the next 

level of decomposition. Assuming that in the basic level, the image is decomposed into 4 sub-bands: LL1, 

LH1, HL1 and HH1. Then, the second level of wavelet transform uses the image LL1 for decomposition. The 

dimension of sub-band equals a half of the dimension of input image. Fig. 2 shows an example of the 

wavelet decomposition of an input image. 

 

 
Fig. 2. Wavelet transforms decompose an input image into 4 sub-bands. 

 

6. System Overview 

 Block Diagram 6.1.

The block diagram of the system is shown in Fig. 3. The first frame of each expression is used as a 

reference frame for normalization and local region construction. The remaining frames are processed the 

same way as in the reference frame. In the first frame, the face is detected and constructed corresponding 

local regions of interest (cROIs), as shown in Fig. 3. Because our research focuses on the expressions of 

T10P, only the local regions of the eyebrows, eyes and mouth are extracted. Then, the pairs of cROIs are 

transformed by LBP operator, filtered by Gabor filters or wavelet decomposition, and then used for feature 

extraction. Finally, the extracted features are used as the inputs of a multi-class support vector machines 

(MC-SVMs) for classification. 

 

 

Fig. 3. Block diagram of our system and cROIs. Beyebrow, Eeye, Mmouth, Lleft, Rright. 

 

 Feature Extraction 6.2.

The severity of facial paralysis is measured by the asymmetry between two sides of the face. In signal 

processing, the correlation is used to measure the similarity of two random variables. Similarly, the 

correlation represents the similarity between two images. Therefore, we can use the correlation coefficient 

of cROIs as extracted features. We define two kinds of feature: an asymmetric feature and a motion feature. 

6.2.1. Asymmetric Feature 

The correlation between cROIs measures the similarity of these two regions, one side has to be mirrored 

horizontally. We define this as the asymmetric feature. Consider a pair of cROIs at a frame t. Assuming that 
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IL and IR are images of cROIs after preprocessing. The asymmetric feature ASt, is calculated by Eq. (3), 

 

  ),(),,(corr RL yxIyxIASt  , (3) 

 
 

where corr stands for correlation coefficient. The procedures of the asymmetric feature extraction using 

LBP image filtered by Gabor filters or filtered by wavelet decomposition are illustrated in Fig. 4(a). For each 

pre-processed image, because we focus on only 1 pair of cROIs, there is only 1 feature to be extracted. 

 

 
Fig. 4. Illustrations of feature extraction. (a) is the procedures of asymmetric feature extraction. (b) is the 

procedures of motion feature extraction. 

 

6.2.2. Motion feature 

During the expression period, the texture in an ROI is various. The variation of texture relates to the 

movement ability of muscles. Hence, the correlation between an image in frame-1 and an image in frame-t 

of one ROI represents the movement ability of muscles. We define this as the motion feature. Assuming that 

I1 and It are images after the preprocessing step of an ROI in frame-1 and frame-t, respectively; the motion 

feature, denoted by MTt, is calculated by Eq. (4). 

 

  ),(),,(corr 1 yxIyxIMT tt  . (4) 

 

The procedures of the motion feature extraction using LBP image filtered by Gabor filters or filtered by 

wavelet decomposition are illustrated in Fig. 4(b). For each pre-processed image, because there are 2 

separate ROIs (left and right side), there are 2 motion features to be obtained. 

6.2.3.  Feature selection 

Consider an expression and a parameter set of either the Gabor filter, or a level of wavelet decomposition. 

For a frame at time t, there are 1 asymmetric feature and 2 motion features to be obtained. In our 

experiments, we choose only the features in resting state and extreme state of expression for classification. 

The selection is performed as follows: Firstly, the motion feature in normal side is found based on greater 

change of feature values among two motion features. Secondly, the minimum value of this feature is 

detected. Next, the extreme time-point is looked up when the value of motion feature just falls below a 

threshold to the minimum (threshold value = 0.015). The extreme time-point is used for selecting one 

asymmetric feature and two motion features. These features represent the extreme state of an expression. 
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In addition, the maximum value of the asymmetric feature represents the feature of rest state. This feature 

is also selected. Therefore, for one parameter set of Gabor filter, or at a level of wavelet decomposition, there 

are 4 feature values to be selected. For n parameter sets or n levels of wavelet decomposition, there are n×4 

features to be obtained and used for classification. 

7. Experiments and Discussions 

The dynamic facial expression image database [10] was used in our experiments. There were 85 subjects, 

including 75 patients and 10 healthy volunteers. In each training and testing run, 80% random samples 

were used for training, and the remaining 20% samples were used for testing. The recognition rates are the 

average results of 1,000 repeated turns. Recognition rate is ratio between number of samples with accurate 

recognition scores and total number of samples. A sample is considered as an accurate recognition if there 

is no difference between the score given by our system and the score given by clinicians. 

For each expression we adjusted and combined several parameter sets for Gabor filters and used 

approximation images of wavelet decomposition for feature extraction. From experimental results, we see 

that the combination of parameter sets of ={0o, 30o, 60o, 90o, 120o, 150o}, (x=y=8.3, f=0.022,) for raising 

eyebrows, (x=y=4.4, f=0.045) for closing eyes tightly and (x=y=4.0, f=0.05) for toothy movement 

expression gave the best recognition rates. Also, the combining approximation images of level 1 and level 2 

of wavelet decomposition gave the highest results. Table 2 presents the recognition rates of using of LBP 

images filtered by Gabor filters (GBLBP), LBP images decomposed by wavelet transform (WLLBP). Our 

results are also compared with other conventional methods such as method using intensity of pixel (IP) 

[1],[3], LBP images (LBP) [2],[3],[7], intensity image filtered by Gabor filters (GBIP) [3] and wavelet 

decomposition of intensity images (WLIP) [4]. From the result table, we can see that the average 

recognition rates of GBLBP and WLLPB are better than the conventional methods. We can conclude that the 

features extracted from filtered images are more suitable for facial paralysis evaluation. GBLBP and WLLPB 

are also better than GBIP and WLIP, respectively. This may be that LBP helps reduce the influence of 

variation of illumination. Therefore, the use of GBLBP or WLLBP is better against noise and variation of 

illumination. However, GBLBP shows better result than WLLBP for raising eyebrows expression, while 

WLLBP shows superior results to GBLBP for closing eyes tightly and toothy movement expression. 

Therefore, a combining these two methods to develop the tool for quantitative analysis of facial paralysis 

may improve overall result. 

 

Table 2. Recognition Rates, Average Errors and the Rates of Disagreement  1 

Method 
Recognition rate (%) AvEr (pts) %disagreement  1 (%) 

EP1 EP2 EP3 EP1 EP2 EP3 EP1 EP2 EP3 

IP 67.3 45.8 42.4 0.33 0.98 0.89 99.9 78.2 81.0 

LBP 72.2 48.8 46.7 0.29 0.87 0.77 99.9 73.8 82.0 

GBIP 76.2 50.1 53.7 0.26 0.82 0.71 99.9 85.7 81.7 

WLIP 75.0 52.6 58.1 0.27 0.69 0.64 99.9 89.1 84.6 

GBLBP 78.4 51.8 55.2 0.22 0.71 0.67 99.0 84.9 82.8 

WLLBP 75.5 54.5 59.3 0.25 0.62 0.60 99.9 91.3 86.2 

 

In addition, to estimate the discrepancy of score between clinician’s score and system’s score for an input 

sample, we calculate the average error of the scores (AvEr). The AvEr is calculated by Eq. (5), 
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where disagreement is the difference of clinician’s score and system’s score. Assuming that for a sample, the 

given score by clinician is Sclinician and the given score by our system is Ssystem, then the level of disagreement 

of that sample is calculated by Eq. (6), 

 

 disagreement = abs(Sclinician – Ssystem) (6)  

 

where abs(.) is absolute operator. The %disagreement(i) in Eq. (5) is ratio between number of samples with 

disagreement at level i and total number of samples; n is number of disagreement levels (n=2 for EP1, n=4 

for EP2 and EP3). Because the resolution of score of T10P method is higher than that of YGS as presented in 

[5-6], the evaluations with average errors smaller than 1 (pt) can be acceptable. Similarly, the evaluations 

with disagreement smaller than or equal to 1 (pt) are also accepted. From the result table, we can see that 

our methods satisfy these conditions. Fig. 5(a) and Fig. 5(b) show graphic comparisons of recognition rates 

and average errors between our proposed methods and the other conventional ones. The figure highlights 

that our proposed methods are superior to the others. 

 

 
Fig. 5. Graphic comparisons of recognition rates and average errors. 

 

8. Conclusions 

We have proposed the use of combining LBP images with Gabor filters and the combining LBP images 

with wavelet decomposition as preprocessing steps for feature extraction for evaluation of facial paralysis. 

While the other methods used intensity images, we focused on filtered images. The GBLBP is superior to the 

other methods for the “raise of eyebrows” expression, while the WLLBP is better than the other methods for 

the “closure of eyes tightly” and the “toothy movement” expressions. Therefore, an approximate selection 

between GBLBP and WLLBP depending on the expression will help achieve the highest recognition rates. 

There are two important conclusions in this research: Firstly, we have shown that the use of frequency 

techniques is more effective; and secondly, combining with LBP images to be against variation of 

illumination helps obtain superior results. 
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