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Abstract: Machine learn methods have been widely used for classification and diagnosis of diseases for 
increasing its accuracy and efficiency. The kernel extreme learning machine is being increasingly used 
algorithm to training single layer forward neural network as that this network is given the weights between 
input and hidden layers, and the bias parameter of each hidden node. In order to obtain more stable and 
accurate model, an artificial bee colony algorithm is used to pre-train parameters of kernel parameter and 
penalty parameter. weight and bias. In this paper, an artificial bee colony based kernel extreme learning 
machine is proposed to classify medical datasets. This proposed method is called ABC-KELM. In 
experiments, we use two benchmark datasets that are Breast cancer and Parkinson disease from the UCI 
repository to evaluate the effectiveness and classification accuracy. The experimental results reveal that the 
ABC-KELM can obtain satisfactory classification results. 
 
Key words: Machine learning, kernel extreme learning machine, artificial bee colony algorithm, UCI 
repository. 

 
 

1. Introduction 
The learning of the extreme learning machine uses the traditional gradient descent methods, but it often 

suffers from the slow learning speed, convergence to local optimal solutions and complicated parameters 
adjustment in various application [1]. Extreme learning machine (ELM) [2] is a single-hidden layer 
feedforward neural network with random weights between the input and the hidden layer. In general, 
extreme learning machine is based on empirical risk minimization principle, that is a fast learning network 
with remarkable generalization performance. ELM also uses the Moore-Penrose pseudoinverse for 
computing the weights between the hidden and the output layer which makes it fast. In some case such as 
limited samples, the risk minimization principal is unsatisfactory from a statistical point of view. Huang et 
al. [3] proposed an improved version called kernel extreme learning machine (KELM) to compare this 
model and the solution processes to original ELM. However, the KELM use the randomly generated weights 
between input layer and hidden layer, the bias of hidden node and learning parameters, it often requires 
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human intervention and could affect the classification accuracy. The learning parameters consist of the 
kernel parameter and the penalty parameter.

Over the last decade, modeling the behavior of social insects, such as ants and bees for searching the 
solution the problem solving. The artificial bee colony (ABC) algorithm is considered as a typical 
swarm-based approach for optimization. The ABC algorithm had been widely used in numerical 
optimization [4], leaf-constraint minimum spanning tree generation [5], image thresholding [6] and neural 
network parameter training [7]. This paper focuses in learning of kernel and penalty parameters. The 
parameter learning uses the artificial bee colony algorithm to decide the optimal or suboptimal parameters 
for disease classification. This method is called ABC-KELM method.

The remainder of this article is organized as follows. Section 2 introduces the ABC-KELM method and the 
material of the experiments. Experimental results and discussion are provided in Section 3. Section 4 
presents conclusions and suggestions for future work.

2. Method and Materials
Kernel Extreme Learning Machine2.1.

The brief description of kernel extreme learning machine is given as follows: 
Given N training samples {(𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖)}𝑖𝑖=1𝑁𝑁 . The input vectors 𝑥𝑥𝑖𝑖 = [𝑥𝑥𝑖𝑖1, 𝑥𝑥𝑖𝑖2, … , 𝑥𝑥𝑖𝑖𝑖𝑖]𝑇𝑇 ∈ 𝑅𝑅𝑖𝑖, and its desired 

output vector 𝑡𝑡𝑖𝑖 = [𝑡𝑡𝑖𝑖1, 𝑡𝑡𝑖𝑖2, … , 𝑡𝑡𝑖𝑖𝑖𝑖]𝑇𝑇 ∈ 𝑅𝑅𝑖𝑖, T denotes the matrix/vector transpose. Here, n is the number of 
the input vectors that is equal to the number of input neurons, L is the number of hidden neurons, and m is 
the number of output neurons that is equal to the number of classes. The U matrix is the weight matrix 
between input and hidden layer, U= [𝑢𝑢1,𝑢𝑢2, … ,𝑢𝑢𝐿𝐿] 𝑇𝑇 ∈ 𝑅𝑅𝐿𝐿×𝑖𝑖 and the bias of hidden neurons, 
b=[𝑏𝑏1, 𝑏𝑏2, … , 𝑏𝑏𝐿𝐿] 𝑇𝑇 ∈ 𝑅𝑅𝐿𝐿. The 𝑢𝑢𝑖𝑖 = [𝑢𝑢𝑖𝑖1,𝑢𝑢𝑖𝑖2, … ,𝑢𝑢𝑖𝑖𝐿𝐿] are the weights connecting the ith hidden neuron, the 
𝑏𝑏𝑖𝑖 is the bias of the ith hidden neuron. The output of ith neuron of output layer 𝑜𝑜𝑗𝑗 is modeled as

𝑜𝑜𝑗𝑗 = ℎ�𝑥𝑥𝑗𝑗� = ∑ 𝛽𝛽𝑖𝑖ℎ�𝑢𝑢𝑖𝑖 ∙ 𝑥𝑥𝑗𝑗 + 𝑏𝑏𝑗𝑗�, 𝑗𝑗 = 1,2, … ,𝑚𝑚𝐿𝐿
𝑖𝑖=1                         (1)

Here, ℎ(∙) represents the activation function and the weight vector 𝛽𝛽𝑖𝑖 is between the ith hidden and the 
output layer, 𝑜𝑜𝑗𝑗 is the jth input data 𝑥𝑥𝑗𝑗 target vector. 𝑢𝑢𝑖𝑖 ∙ 𝑥𝑥𝑗𝑗 is the inner product of 𝑢𝑢𝑖𝑖 and 𝑥𝑥𝑗𝑗 .

Huang [3] suggested that the optimization problem of the ELM method is formulated to find the weight 
vectors 𝛽𝛽𝑖𝑖 , 𝑖𝑖 = 1,2, . . 𝐿𝐿., between the hidden layer and the output layer such that the ∑ �𝑜𝑜𝑗𝑗 − 𝑡𝑡𝑗𝑗�𝑁𝑁

𝑗𝑗=1 is 
minimum. The original ELM algorithm suggested the input weights, U, and the hidden layer bias, b, do not 
need to be tuned. Based on the assumption, the objective function can be formulated as follows:

Minimize: 1
2
‖𝛽𝛽‖2 + 1

2
𝐶𝐶 ∑ ‖𝜉𝜉𝑖𝑖‖2𝑁𝑁

𝑖𝑖=1                            (2)

Subjected to: h(𝑥𝑥𝑖𝑖)𝛽𝛽 = 𝑡𝑡𝑖𝑖𝑇𝑇 − 𝜉𝜉𝑖𝑖𝑇𝑇 , i=1,2,…,N.
The first term of objective function is the regularization term that is also known as structure risk‖𝛽𝛽‖2, 

the second term is the least square error, which is also known the empirical risk ‖𝜉𝜉𝑖𝑖‖2. The regularization 
parameter, C, is used to control the trade-off between the two risks.

Based on the Karush-Kuhn-Tucker (KKT) theory, the training of ELM is equivalent to solve the following 
dual optimization problem by minimizing the following term.

𝐿𝐿𝐸𝐸𝐿𝐿𝐸𝐸 = 1
2
‖𝛽𝛽‖2 + 1

2
𝐶𝐶 ∑ ‖𝜉𝜉𝑖𝑖‖2𝑁𝑁

𝑖𝑖=1 − ∑ 𝛼𝛼𝑖𝑖(ℎ(𝑥𝑥𝑖𝑖)𝛽𝛽 − 𝑡𝑡𝑖𝑖 + 𝜉𝜉𝑖𝑖)𝑁𝑁
𝑖𝑖=1                  (3)
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where each Lagrangian operator 𝛼𝛼𝑖𝑖 corresponds to the i-th input vector. The optimization of Eq. (3) can be 
found by setting the derivatives with respect to using the following equations.

𝛽𝛽 = ∑ 𝛼𝛼𝑖𝑖(ℎ(𝑥𝑥𝑖𝑖)𝑇𝑇 = 𝐻𝐻𝑇𝑇𝛼𝛼𝑁𝑁
𝑖𝑖=1                                (4)

𝛼𝛼𝑖𝑖𝜉𝜉𝑖𝑖 = 0, 𝑖𝑖 = 1,2, … . ,𝑁𝑁                                  (5)

ℎ(𝑥𝑥𝑖𝑖)𝛽𝛽 − 𝑡𝑡𝑖𝑖 + 𝜉𝜉𝑖𝑖 = 0, 𝑖𝑖 = 1,2, … … ,𝑁𝑁                            (6)

where H is the hidden layer output matrix defined as follows:

𝐻𝐻 = �
ℎ(𝑢𝑢1 ∙ 𝑥𝑥1 + 𝑏𝑏1) ⋯ ℎ(𝑢𝑢𝐿𝐿 ∙ 𝑥𝑥1 + 𝑏𝑏𝐿𝐿)

⋮ ⋱ ⋮
ℎ(𝑢𝑢1 ∙ 𝑥𝑥𝑁𝑁 + 𝑏𝑏1) ⋯ ℎ(𝑢𝑢𝐿𝐿 ∙ 𝑥𝑥𝑁𝑁 + 𝑏𝑏𝐿𝐿)

�                          (7)

For small training samples, the above formula can be modified as:

�𝐼𝐼
𝐶𝐶

+ 𝐻𝐻𝐻𝐻𝑇𝑇�𝛼𝛼 = 𝑇𝑇                                       (8)

where the I is an identity matrix, the C is the penalty parameter and H is the hidden layer output matrix.
The output weight of ELM can be computed as follows:

β = �𝐼𝐼
𝐶𝐶

+ 𝐻𝐻𝐻𝐻𝑇𝑇�
−1
𝐻𝐻𝑇𝑇𝑇𝑇                                   (9)

We can apply the Mercer’s condition to efine the kernel matrix 𝛺𝛺𝑁𝑁 of KELM as follows:

𝛺𝛺𝑁𝑁 = 𝐻𝐻𝑁𝑁𝐻𝐻𝑁𝑁𝑇𝑇: 𝛺𝛺𝑁𝑁𝑖𝑖,𝑗𝑗 = ℎ(𝑥𝑥𝑖𝑖) ∙ ℎ�𝑥𝑥𝑗𝑗� = 𝐾𝐾�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗�                     (10)

where 𝐻𝐻𝑁𝑁 is the hidden layer output matrix, 𝐻𝐻𝑁𝑁𝑇𝑇 is the transpose of 𝐻𝐻𝑁𝑁 , 𝛺𝛺𝑁𝑁 is the kernel matrix, 
i, j ∈ {1, 2, … , N}. 𝐾𝐾(𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑖𝑖) are the kernel function of 𝑥𝑥𝑖𝑖 and 𝑥𝑥𝑗𝑗 defined as:

𝐾𝐾�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗� = 𝑒𝑒𝑥𝑥𝑒𝑒(−𝛾𝛾�𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗�
2

)                           (11)

where 𝛾𝛾 is the parameter of kernel function.
We get the output of j-th node of output layer in the KELM model as follows:

𝑜𝑜𝑗𝑗 =

⎣
⎢
⎢
⎢
⎡ 𝐾𝐾�𝑥𝑥𝑗𝑗 , 𝑥𝑥1�

∙
∙
∙

𝐾𝐾�𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑁𝑁� ⎦
⎥
⎥
⎥
⎤
𝑇𝑇

�𝐼𝐼
𝐶𝐶

+ 𝛺𝛺𝑁𝑁�
−1
𝑇𝑇                              (12)

Artificial Bee Colony Algorithm2.2.
The artificial bee colony (ABC) algorithm proposed by Karaboga and Basturk [8] have been become 

available and promising techniques for real-world optimization problems. The colony of artificial bees 
contains three groups of bees: employed bee, onlooker and scout. The employed bees carry the information 
about food source and share then in the dancing area of hive. The onlookers wait in the dancing area for 
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making a decision on the selection of food source depending the probability delivered by employed bees. 
The computation of probability is based on the amounts of the food source. The other kind of bees is scout 
bee that carries out random searches for new food sources. The employed bee of abandoned food becomes 
a scout and as soon as it finds a new food source it becomes employed bee. Therefore, each cycle of the ABC 
algorithm contains three steps. First, the employed bees are sent into the food source and the amounts of 
nectar are calculated. After sharing the information of food sources, the onlooker bees visit food sources 
and then updates them. A scout is sent out to find new food source when the depletion of nectar of a food 
source occurs. 

In the algorithm, the position of a food source 𝑥𝑥𝑖𝑖  represents a candidate solution of the optimization 
problems and their amount of nectar in this food source is denoted as the fitness 𝑓𝑓𝑖𝑖𝑡𝑡(𝑥𝑥𝑖𝑖). In general, the 
number of employed bees or onlookers is equal to the number of the food sources. Initially, the ABC 
algorithm randomly generates a distributed initial population 𝑃𝑃 = �𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝐾𝐾� of K solutions, where K 
also denoted the number of employed bees or onlookers. Each solution 𝑥𝑥𝑖𝑖  (i=1, 2,…, K) is a D-dimensional 
vector. In each execution cycle, C (C=1, 2,…, MCN), the population of the solutions is subjected to the search 
processes of the employed bees, onlookers and scouts. An employed bee modifies the possible solution 
depending on the amount of nectar (fitness value) of the new solution (food source) by using the Eq. (13). 

 
𝑣𝑣𝑖𝑖𝑗𝑗 = 𝑥𝑥𝑖𝑖𝑗𝑗 + 𝜑𝜑(𝑥𝑥𝑖𝑖𝑗𝑗 − 𝑥𝑥𝑘𝑘𝑗𝑗)                                (13) 

 
where 𝑘𝑘 ∈ {1,2, … , K), but 𝑘𝑘 ≠ I and 𝑗𝑗 ∈ {1, 2, … , D} are randomly selected index,  𝜑𝜑 is a random number 
between [-1, 1]. 

If the nectar the new solution 𝑣𝑣𝑖𝑖  is more than the previous solution 𝑥𝑥𝑖𝑖 , the employed remembers the 
new solution and synchronously abandons the old one, otherwise it remains the location of previous one in 
its mind. 

When all employed bees have finished their search process, they bring back the nectar information and 
position of all food sources to the onlookers, each of them decides a food source for further calling upon 
according to a probability proportional to the amount of nectar in that food source. The probability 𝑒𝑒𝑖𝑖 of 
selecting a food source 𝑧𝑧𝑖𝑖 is determined using the following Eq. (14). 
 

𝑒𝑒𝑖𝑖 = 𝑓𝑓𝑖𝑖𝑓𝑓(𝑧𝑧𝑖𝑖)
∑ 𝑓𝑓𝑖𝑖𝑓𝑓(𝑧𝑧𝑛𝑛)𝐾𝐾
𝑛𝑛=1

                                    (14) 

 
In practice, each food source, 𝑧𝑧𝑖𝑖 , sequential generates a random number between [0, 1], and if the 

random number is less than the probability 𝑒𝑒𝑖𝑖 , an onlooker is sent to the food source and produces a new 
solution based on the Eq. (15). 
 

𝑣𝑣𝑖𝑖𝑗𝑗 = 𝑧𝑧𝑖𝑖𝑗𝑗 + 𝜑𝜑(𝑧𝑧𝑖𝑖𝑗𝑗 − 𝑧𝑧𝑘𝑘𝑗𝑗)                                (15) 
 
where k ∈ {1,2, … , K), but k ≠ i and j ∈ {1, 2, … , D} are randomly selected index, φ is a random number 
between [-1, 1]. 

If the fitness of the new solution is more than the old one, the onlooker memories the new solution and 
shares this information with other onlookers. Otherwise, the new solution will be discarded. The process is 
repeated until all onlookers have been distributed to food sources. 

If the food source could be improved through the predetermined number “limit”, then the food source is 
abandoned and then the corresponding employed bee become a scout. The scout discovers a new food 
source to replace with the abandoned solution 𝑧𝑧𝑗𝑗 by using the Eq. (16). 
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𝑧𝑧𝑖𝑖𝑗𝑗 = 𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖
𝑗𝑗 + 𝜎𝜎 �𝑧𝑧𝑖𝑖𝑚𝑚𝑚𝑚

𝑗𝑗 − 𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖
𝑗𝑗 �                              (16) 

where 𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖
𝑗𝑗  and 𝑧𝑧𝑖𝑖𝑚𝑚𝑚𝑚

𝑗𝑗  are the lower and upper bound of the j-th component of solutions. The σ is a 
random number ranging with -1 and 1. If the new solution is better than the abandoned solution 𝑧𝑧𝑗𝑗, the 
scout becomes employed bee and the new solution is generated. 

The search of employed bee, onlooker and scout is repeated until the execution cycle equals to MCN. So 
far, the best solution with largest fitness are outputted as the solution of the ABC algorithm. 

3. Artificial Bee Colony Based Kernel Extreme Learning Machine 
In this section, we introduce the training of the kernel extreme learning machine is essentially a 

constrained optimization problem. The constrained optimization must first decides the fitness function of 
each solution 𝑧𝑧𝑖𝑖 . It is clear that the ABC-KELM algorithm starts with a set of initial population (candidate 
solutions). The solution 𝑧𝑧𝑖𝑖 is simulated as a vector comprising optimization parameters of the kernel 
parameter and penalty parameter. The populations of m initial solutions are randomly generated with 2 
dimensional denoted by P: 

 
P={𝑧𝑧1, 𝑧𝑧, … , 𝑧𝑧𝑖𝑖} 
𝑧𝑧𝑖𝑖 = (𝛾𝛾𝑖𝑖 ,𝐶𝐶𝑖𝑖),                                      (17) 

 
where 𝛾𝛾𝑖𝑖 ,𝐶𝐶𝑖𝑖 ∈ 𝑅𝑅, 𝛾𝛾𝑖𝑖 and 𝐶𝐶𝑖𝑖 are the smoothness parameter of the kernel function and penalty parameter 
of solution 𝑧𝑧𝑖𝑖 , respectively. 

The output and desired output of any one training sample 𝑥𝑥𝑖𝑖  are 𝑜𝑜𝑗𝑗  and 𝑡𝑡𝑖𝑖 , respectively. The square 
error of sample 𝑥𝑥𝑖𝑖  us defined as 𝑒𝑒𝑖𝑖 = (𝑡𝑡𝑖𝑖 − 𝑜𝑜𝑖𝑖)2.  The mean square error (MSE) of training set in a 
training set with l size can be defined as the Eq. (18). 
 

MSE=1
𝑙𝑙
∑ (𝑡𝑡𝑖𝑖 − 𝑜𝑜𝑖𝑖)2𝑙𝑙
𝑖𝑖=1                                 (18) 

 
The fitness of training set can be written as Eq. (19). 

 

Fit(𝑧𝑧𝑖𝑖) = 1
1+𝐸𝐸𝑀𝑀𝐸𝐸

                                   (19) 
 

The details of the proposed algorithm are described as follows. 
• Step 1. Generate the initial population of solutions of ABC-OCSVM algorithm. 

Generating the m solutions 𝑧𝑧𝑖𝑖 (i=1, 2…, m) with 2 dimensions denoted by matrix P defined as the Eq. 
(17). The fitness of each solution is evaluated by Eq. (19) and then set cycle =1 and the trial number of each 
solution, 𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑡𝑡𝑖𝑖 , is equal to 0. 
• Step 2. Place the employed bees to their food sources. 

In step 2, each of employed bees is sent to one of solutions, 𝑧𝑧𝑖𝑖 , then produces a new solution 𝑣𝑣𝑖𝑖  by using 
the Eq. (13) and computes the fitness of the new solution. If the fitness of the new one is larger than that of 
the previous old one, the employed bee memorizes the new solution and updates the old one; otherwise, 
the employed bee keeps the old solution. 
• Step 3. Send the onlooker to their food solution. 

In step 3, we first calculated the probability value 𝑒𝑒𝑖𝑖 of the solution 𝑧𝑧𝑖𝑖 according the solutions delivered 
by the employed bees using Eq. (14). An onlooker bee decides a solution to update it depending on the 
probabilities and then determines a neighbor solution around the chosen one. In the solution selection of 
onlookers, each onlooker randomly generates a randomly number ranged from 0 to 1. If the random 
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number is less than 𝑒𝑒𝑖𝑖 , the ABC-KELM algorithm sends the onlookers to these undelivered solutions and 
updates them according to the Eq. (15) just as the employed bees do. 
• Step 4. Send the scout to search for new when a solution is abandoned. 

If the solution 𝑧𝑧𝑖𝑖 is not improved through steps 2 and 3, the 𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑡𝑡𝑖𝑖  is increased by one. If the 𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑡𝑡𝑖𝑖 is 
more than the predetermined parameter “limit”, the 𝑧𝑧𝑖𝑖 is considered to be an abandoned solution. The 
employed bee of this solution is changed into a scout to search for a new solution. The scout first randomly 
produces the new solution by Eq. (16). If the fitness of new solution is more than the abandoned solution, 
the scout becomes employed bee and the new solution is generated. 
• Step 5. Recorded the best solution. 

In this step, the best solution so far is recorded and increases the cycle by 1. 
• Step 6. Check the termination condition. 

If the cycle equals to the maximum cycle number (MCN) then the algorithm is finished and outputs the 
best solution; otherwise go to Step 2. 

4. Experimental Results and Discussion 
We implement all of the algorithm in Python 3.0 version on a personal computer with 2.4 GHz, 16G RAM 

running window 10 system. Three control parameters that are the number of food sources which is equal to 
the number of employed or onlookers, the value of “limit” and the maximum cycle number (MCN) are set in 
n=30, MCN 100, and “limit” 10. 

Two medical databases that are the Parkinsons and breast cancers datasets of UCI data repository [9] are 
used in the experiments. The description of the two datasets is listed in Table 1. The features of data of the 
two datasets are real number and they are normalized into 0 to 1 for later training. The normalization 
makes the distribution of feature consistent. All experiments are conducted by the five-fold cross-validation 
method, which was performed using the exhaustive search with a leave-one-out approach. Three 
performance indices that are accuracy, sensitivity and specificity are used to compare to work of the 
LIBSVM 3.2.2 version proposed by Lin [10]. The three indices are defined as below: 
 

Accuracy = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑁𝑁
𝑇𝑇𝑇𝑇+𝑇𝑇𝑁𝑁+𝐹𝐹𝑇𝑇+𝐹𝐹𝑁𝑁

                                (20) 
 

Sensitivity= 𝑇𝑇𝑇𝑇 
𝑇𝑇𝑇𝑇+𝐹𝐹𝑁𝑁

                                      (21) 
 

Specificity= 𝑇𝑇𝑁𝑁 
𝑇𝑇𝑁𝑁+𝐹𝐹𝑇𝑇

                                      (22) 
 

TP, TN, FP, and FN denote the number of true positive, true negative, false positive and false negative, 
respectively. 
 

Table 1. The Parkinsons and Breast Cancer Datasets 
Dataset Attribution Dimensions Instance Number Positive Number Negative Number 

Parkinsons 23 195 48 147 
Breast cancer 10 699 458 241 

 

 Experiments of Breast Cancer Dataset 4.1.
Fig. 1 shows the diagram of mean square error between the desired output and the true output with 

respect to the iterative number. It is evident that the ABC-KELM algorithm can converge as the iterative 
number reaches 35. Table 2 shows the learned results of kernel parameter (γ), penalty parameters (C) and 
execution times of the first one fold cross-validation. 
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Fig. 1. The relation between the error measure vs. iteration. 

 
Table 2. The Trained Parameters in the First One Fold of Dataset 

Kernel Parameter Penalty Parameter Execution Time 
1.9262 2.2955 3.23 (seconds) 

 
Table 3. The Classification Results of the Five Folds in the Cross-Validation Method 

Fold Number TP TN FP FN 
1 90 47 1 1 
2 90 46 1 2 
3 90 46 1 2 
4 89 47 2 1 
5 88 47 3 1 

Total 447 233 8 7 
 

In Table 3, we find the total number of false positive and false negative are 8 and 7. The proposed 
ABC-KLEM achieved high performance measurements in the breast cancer dataset, with an average of 
accuracy, specificity and sensitivity of 0.938, 0.970 and 0.9835, respectively. 

 Experimental Results of the Parkinsons Dataset 4.2.
Fig. 2 shows the diagram of mean square error between the desired output and the true output with 

respect to the iterative number. It is evident that the ABC-KELM algorithm can converge as the iterative 
number reaches 15. Table 4 shows the learned results of kernel parameter (γ), penalty parameters (C) and 
execution times of the first one fold cross-validation. 

 
Table 4. The Trained Parameters in the First One Fold of Dataset 

Kernel Parameter Penalty Parameter Execution Time 
3.9262 1.2955 2.98 (seconds) 

 

 
Fig. 2. The relation between the error measure vs. iteration. 
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Table 5. The Classification Results of the Five Folds in the Cross-Validation Method 
Fold Number TP TN FP FN 

1 8 28 1 1 
2 9 25 0 4 
3 9 26 0 3 
4 8 26 1 3 
5 7 27 2 2 

Total 41 132 4 13 
 

In Table 5, we find the total number of false positive and false negative are 3 and 13. The proposed 
ABC-KLEM achieved high performance measurements in the breast cancer dataset, with an average of 
accuracy, specificity and sensitivity of 0.915, 0.971 and 0.760, respectively. Obviously, the sensitivity is only 
0.76. In the Parkinsons dataset, the positive data is only a quarter to the negative one. It may suffer from the 
problem of sample imbalance. 

5. Conclusion 
In this paper, ABC-KELM is proposed for classification of two benchmark medical datasets. The 

ABC-KEML pays attention to the learning of two parameters: kernel parameter and penalty parameter. 
Experimental results show that the usage of ABC-KELM method can reaches accuracy 0.938 for breast 
cancer dataset and 0.915 for Parkinsons dataset. 
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