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Abstract—In this study, a three stage dimension reduction 

strategy is proposed for early detection of prostate cancer by 

using mass spectrometry data. In the initial stage, a filtering 

method is used. While in the second stage, two different 

methods namely, the wavelet analysis and statistical moments 

are used for comparison. The last stage includes a feature 

transformation method which is called kernel partial least 

squares algorithm. After dimension reduction stages, prostate 

mass spectrometry data are classified with k-nearest neighbor, 

support vector machines and linear discriminant analysis. The 

classification process is handled in two phases. In the first phase, 

the prostate mass spectrometry data are classified as the normal 

and cancerous samples with an accuracy of 95.8%. While in the 

second phase, the cancerous samples are classified as benign 

and malign samples with an accuracy of 87.2%. For each cases 

it is shown that, the combination of the wavelet analysis and 

kernel partial least squares methods is sufficient for prostate 

cancer identification. 

 
Index Terms—Classification, kernel partial least squares, 

mass spectrometry, prostate cancer, wavelet analysis. 

 

I. INTRODUCTION 

Cells are the basic structural and functional units of the 

living organisms. All cells have the ability of proliferating 

under some control mechanism. When this control 

mechanism loses its function, cells start to divide and grow 

uncontrollably which leads the formation of tumors. Tumors 

can be categorized into two groups. The first group is called 

as benign tumors, which do not invade neighboring tissues 

and do not spread throughout the body. While the second 

group is called as malign tumors that can spread by the 

lymphatic system or bloodstream and thus can affect more 

distant parts of the body. These kinds of tumors are called as 

cancerous tumors.  

The early diagnosis of cancerous tumors has vital 

importance for a successful treatment process. Generally, 

imaging systems are used for this purpose by performing an 

inner body scan, but the low specificity and sensitivity results 

of these methods are not still reliable enough to decide 

whether a cancerous tumor in its early stage exists or not. So, 

in most cases it is not possible to diagnose tumors, until they 

have already invaded surrounding tissues and metastasized 

throughout the body [1].  This necessitates the need of 

different techniques for early diagnosis of cancer. 
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Recently, mass spectrometry (MS) analysis of proteomics 

patterns has emerged as a new technology for the early 

diagnosis of cancer.  In this method, a serum proteome (entire 

set of proteins in a serum sample) is first cleaved into small 

peptides, whose absolute masses are then measured by the 

mass spectrometer. These masses are then compared to the 

databases which are containing the known protein sequences. 

Thus, a mass spectrometry profile of the related sample is 

created.  But note that, mass spectrometry in itself is not a 

diagnostic tool. In order to diagnose a disease, the obtained 

mass spectrometry profile must be analyzed by several 

computational methods.  After an analysis, disease related 

biomarkers (proteins) are identified.  

Mass spectra, is a high dimensional data which consist of 

tens of thousands of m/z ratios and an intensity level for each 

m/z ratio. Currently, a low resolution SELDI-TOF MS 

(Surface Enhanced Laser Desorption/Ionization Time of 

Flight Mass Spectrometry) can measure up to 15500 data 

points that record data between 500 and 20000 m/z ratios. 

With a high resolution MS, the data points could be 400000 

[2].  

The high dimensionalities of the MS data bring some 

difficulties for computational methods which are known as 

the “curse of dimensionality” and the “curse of data sparsity”. 

To address these problems before analyzing the MS data a 

dimensionality reduction stage should be performed. Three 

methods are used for this purpose: filtering, wrapper and 

embedded methods. Filtering methods use some statistical 

tests to evaluate features, such as the t-test, Wilcoxon test, 

Mann -Whitley test and Kolmogorov-Smirnov test. After 

applying one of these statistical tests to the data, a score is 

obtained for each point (feature). According to the obtained 

scores, statistically insignificant points are extracted from the 

data by setting a threshold value. One of the weaknesses of 

filtering methods is that, they consider all features 

individually and ignore the interactions between the features. 

Therefore, after a filtering process generally the obtained 

data will have highly correlated and thus redundant features, 

which will worsen the classification performance. Even 

though the filtering methods have the above mentioned 

disadvantage, they are still preferred as an initial dimension 

reduction step in many studies [3]-[6].  In wrapper methods, 

dimension reduction process is integrated into the 

classification stage. In these methods, a subset of features are 

first selected with an algorithm and then classified with a 

classification method. According to the obtained 

classification error, the feature selection algorithm updates its 

parameters until the optimum subset of features is found. 
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Since the dimensionality is high, usually a stochastic 

algorithm such as, genetic algorithm, particle swarm 

optimization and ant colony optimization is used for this 

purpose [2]. The main disadvantage of this method is the 

computational load of the search algorithms.  As in the 

wrapper methods, embedded methods also integrate the 

feature selection process with the classification stage. 

Moreover, their computational load is less, when compared 

to the wrapper methods. Therefore, they are sometimes 

preferred to the wrapper methods. 
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Fig. 1. The block diagram of the proposed method 

 

Dimension reduction (feature selection and extraction) 

methods are not restricted to the above mentioned traditional 

methods for the MS data.  Recently, wavelet analysis and 

statistical moments are used for this purpose [6]-[8]. In the 

former one, the discrete wavelet transform (DWT) is applied 

to the MS data and approximation coefficients are obtained. 

Since the approximation coefficients represent the low 

frequency components, the obtained signal has a smoother 

form of the MS data with a low dimensionality. While in the 

latter one, the MS data are first divided into intervals and 

some statistical moments are then computed for the segments 

represented by these intervals. Both the wavelet analysis and 

interval based methods mentioned above, use filtering 

methods (such as t-test) as an initial dimension reduction 

step. 

In this study, a three stage dimension reduction strategy is 

proposed for prostate cancer classification from the MS data. 

In Figure 1, a graphical abstract of the proposed method is 

given. The initial stage consists of a filtering method 

(t-testing), while in the second stage two different methods, 

wavelet analysis and statistical moments are both used for 

comparison. In the last stage, a feature transformation 

method, kernel partial least square (KPLS) is used.  In [8], 

different from this study, KPLS is used as a classification 

stage after the dimensionality reduction stages for ovarian 

cancer identification. 

The rest of this paper is organized as follows: the next 

section introduces the dataset which is used in this study. 

Then the preprocessing steps and proposed dimension 

reduction methodology are given. Section-3 covers the 

results and discussions.  Finally, section-4 concludes the 

study with the future directions for the proposed prostate 

cancer identification system. 

 

II. METHODOLOGY 

A. The Dataset 

The prostate cancer mass spectrometry dataset used in this 

study includes 322 samples. Of the 322 samples, 259 are 

benign and malign samples (69 malign, 190 benign) which 

are known to have PSA (prostate specific antigen) > 4 ng/mL 

and 63 are control samples which are known to have PSA < 

1ng/mL. Control samples are referred as normal cases.  The 

proteomic spectra are generated by a SELDI-TOF MS. Each 

spectrum is composed of peak amplitude measurements at 

approximately 15200 points defined by a corresponding m/z 

value. In Figure 2, a sample spectrum is shown.  

The dataset is publicly available at: 

http://home.ccr.cancer.gov/ncifdaproteomics/ppatterns.asp. 

For further information, please refer to [9].  
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Fig. 2. Sample mass spectrometry data 

B. Preprocessing of MS Spectra 

Before the dimension reduction stages, the MS data are 

generally subjected to a preprocessing step to improve the 

classification performance. The MATLAB Bioinformatics 

Toolbox is used for this purpose. The preprocessing include, 

resampling, baseline correction, spectrum alignment and 

normalization. A brief description of each preprocessing step 

is given below. 

The baseline is a low frequency component which is 

hidden among the high frequency noise and signal peaks. It is 

caused by the ion overloading or chemical noises during the 

MS data acquisition. For baseline removal, this low 

frequency component is first estimated and then subtracted 

from the spectrum. 
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a) MS Data reduced with wavelet (app. coef. at level=3) 
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Fig. 3. Mass spectrometry data after second dimension reduction step 

 

Due to the miscalibration of the mass spectrometer, there 

could be variations between the observed m/z values and the 

true time-of-flight of the ions. This situation causes 

systematic shifts in repeated experiments. By setting a set of 

m/z values, where the reference peaks are expected to appear, 

the MS data are aligned. 

The total amount of desorbed and ionized proteins also 

varies per experiment. This situation leads to obtain different 

intensity values for the corresponding m/z values in repeated 

experiments. To minimize the variations between each 

spectrum, the maximum intensity of each signal is 

normalized to a specific value.  

C. Dimension Reduction Stages 

In this study, a three stage dimension reduction strategy is 

proposed. Each stage is briefly introduced in the following 

sections. In the initial stage, a filtering method (t-test) is used. 

t-test is a commonly used method for feature selection. The 

method is based on t-statistic, in which two unequal sample 

size dataset is compared. For each feature vector xj , µj
+ and 

µj
- are computed which represent the mean of the first and 

second classes, respectively. Similarly, δj
+ and δj

- standard 

deviations of two classes are computed. Number of samples 

for the first and second classes are denoted as n+ and n-. After 

all, a T score can be calculated with the Eq.(1): 
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After the initial stage, redundant features are extracted 

according to the computed T score of each point by setting a 

threshold value.  

In the second stage, two different dimension reduction 

methods are used for comparison. The first method is based 

on wavelet analysis. After a DWT (discrete wavelet 

transform), a signal is decomposed into its low and high 

frequency components in different levels. Low frequency 

components are represented by the approximation 

coefficients, while the high frequency components are 

represented by the detail coefficients. Both the 

approximation and detail coefficients are used before for MS 

data [6], [7]. In one of these studies, it is claimed that the 

detailed coefficients are not sufficient for MS data 

classification, while in the other one, detailed coefficients are 

used and it is shown that the detail coefficients performed 

very well. Although it is expected to have better results for 

the approximation coefficients, in order to ensure, in this 

study experiments for both the approximation and detailed 

coefficients are performed. As a result, it is shown that the 

approximation coefficients are much more suitable for MS 

data classification. 

Several mother wavelets are used in experiments and it is 

found that Daubechies db8 at level 3 performs better than the 

others. In Figure 3a, MS spectra for normal and cancerous 

cases are shown after wavelet analysis.  

In the second method, the MS data are first divided into 

equal windows (intervals). Then, four statistical moments 

namely, mean, variance, skewness and kurtosis, are 

computed for each window by using the Eqs.2a-d. In Figure 

3b, only computed mean values are given as an example for 

normal and cancerous cases. Here, the MS data are divided 

into 75 windows. 
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where, xi  X represents the data point, n represents the 

number of total data points in the window, x  represents the 

mean, 
2  represents the variance, y  represents the 

skewness and k  represents the kurtosis. In [8], the same 

statistical moments are used to classify ovarian cancer MS 

data. In the classification phase of this study, KPLS (Kernel 

Partial Least Square) method is used. However, in our study 

KPLS is used as the final dimension reduction stage.  

KPLS is first proposed by the Rosipal and Trejoe in 2001 

[10]. It is a nonlinear extension of the PLS (Partial Least 

Squares). In KPLS, a linear regression function is defined in 

the Kernel space which is constructed by the mapping of each 

point to a higher dimensional feature space. This 

improvement lets to work in this nonlinear feature space with 
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a linear regression model. 

 
TABLE I: THE KPLS ALGORITHM 

 Randomly initiate Y 

 for i = 1:m 

      ti = KresY 

      ti = ti / ||ti|| 

      ui =Y (Y‟ ti) 

      Kres = Kres – ti (ti„ Kres) 

      Y=Y- ti (ti„ Y) 

 end 

 Projection of test samples Tt= KtU(T‟KU)-1 

 

This nonlinear transformation is done with a nonlinear φ 

function. However, instead of explicitly mapping the input 

data via φ, it can be done in a single operation. There is no 

need to know the φ. Only modified inner product function 

(kernel function) has to be known. This is known as the so 

called “kernel trick” and it is formally given with the Eq.(3). 

Kij = <φ(xi) ,φ(xj)> = k(xi,xj) (3) 

where, xi,xj X, represents the dataset, K represents the 

gram matrix and k represents the kernel function. Note that, at 

the end of this operation we have only the gram matrix, which 

can be considered as the training kernel matrix.  Since the 

PLS algorithm is supervised, the testing kernel matrix Kt is 

also required. For this reason, the dataset X is first partitioned 

into the training and testing datasets, which have n and nt 

samples respectively. Then the K and Kt are computed. 

Before using the training and testing kernels, they have to be 

centralized with the Eq.(4) and Eq.(5). 
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where, I is n dimensional identity matrix and 1n and 1nt 

represent the vectors whose elements are ones, with length n 

and nt respectively.  

The proper choice of the kernel function is also important. 

In this study a polynomial kernel function is used Eq.(6). 

k(xi,xj) = ( <xi ,xj>+1)p (6) 

where, p=2 denotes the degree of the polynomial. A brief 

description of the KPLS algorithm is given in Table I. In 

Table I, Y represents the normalized form of the response, 

Kres=K represents the training kernel matrix, and m 

represents the desired number of latent variables. Projection 

of the test samples are obtained at the end of the algorithm by 

using the test kernel matrix.  

 

III. RESULTS AND DISCUSSIONS 

After the three stage dimension reduction process, the MS 

data are classified with k-nearest neighbor classifier (k-NN), 

support vector machines (SVM) and linear discriminant 

analysis (LDA). For each classifier results are given in Table 

II.  

TABLE II: CLASSIFICATION RESULTS 

  
k-NN LDA SVM 

Acc. Sen. Spec. Param. Acc Sen. Spec. Param. Acc Sen. Spec. Param. 

P
h

a
se

 1
 

Wavelet 0,958 0,971 0,913 
db8 Nof=4 

0,956 0,972 0,894 
db8 

Nof=12 
0,958 0,968 0,921 

db6 

Nof=10 

Statistics 0,959 0,969 0,919 
WS=100 

Nof =32 
0,925 0,954 0,814 

WS=70 

Nof=20 
0,928 0,946 0,856 

WS=70 

Nof=14 

P
h

a
se

 2
 

Wavelet 0,872 0,742 0,924 
db7   

Nof=14 
0,849 0,661 0,948 

db10 

Nof=8 
0,865 0,733 0,917 

db6 

WS=10 

Statistics 0,867 0,771 0,901 
WS=40 

Nof=18 
0,836 0,647 0,931 

WS=30 

Nof=24 
0,850 0,694 0,918 

WS=40 

Nof=14 

*Nof = Number of features      *WS = Windows Size 

 

Classification process is handled in two phases. In the first 

phase, the MS data are classified as normal and cancerous 

samples. While in the second phase, the data are classified 

whether they are benign or malign. So, in the second phase, 

only 259 MS data, which are known to have PSA > 4 ng/mL 

are considered.  

In Table II, classification results in terms of accuracy 

(Acc), sensitivity (Sen.) and Specificity (Spec.) are given for 

both phases. Accuracy, sensitivity and specificity can be 

computed with the Eqs. (7-9).  

FNFPTNTP

TNTP
Accuracy




  

(7) 

FNTP

TP
ySensitivit


  (8) 

FPTN

TN
ySpecificit


  (9) 

where, TP represents (True-Positives), TN represents 

(True-Negatives), FP represents (False-Positives) and FN 

represents (False-Negatives). 

In order to minimize errors per experiment, for each 

classifier 5 fold cross validation is performed 50 times and 

average values are considered. From Table II, it can be 

shown that in terms of accuracy, KPLS transformation of the 

data reduced by the wavelet analysis outperforms the data 

reduced by the statistical moments for both classification 

phases.   

The approximation coefficients obtained after the wavelet 

analysis is shown to be a good representation of the MS data 

which keep the discriminatory information while 

compressing the data more than eight times. In [8], it is 
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claimed that statistical moments preserve the data properties 

while reducing the dimensionality. Although they achieved a 

reasonable classification performance, it is shown that 

statistical moments lose some of the useful discriminatory 

information when compared to the wavelet analysis. 

 

IV. CONCLUSION 

The high dimensionality of the MS data necessitates a 

dimension reduction process before a classification method.  

A combination of wavelet analysis and KPLS transformation 

is shown to be good a candidate for this purpose. Although 

obtained results are good, they are not sufficient enough to be 

used in clinical diagnosis. For a higher generalization 

capability, the number of samples must be higher. In future 

studies, it is thought to apply the proposed method for 

different kinds of cancerous MS data to examine its 

generalization capability. 
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